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Effect of impurities on incommensurate spin fluctuations in a d-wave superconductor
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The effects of nonmagnetic impurity on the spin response in a d,2_,>-wave superconductor are studied
theoretically. Starting from the dispersion derived from the mean-field 7-t'-J model, we carry out the calcula-
tions based on the self-consistent -matrix approximation and the random phase approximation. The effect of
impurity is treated both via the self-energy correction and the vertex correction. It is found that the incom-
mensurate (IC) spin fluctuations at frequencies above the spin gap are enhanced notably and the incommen-
surability is reduced, when impurities are introduced. These effects are less prominent with the increase in
dopings. For low frequencies in the spin gap the IC spin fluctuations is enhanced with no reduction in
incommensurability. The vertex corrections within the ladder approximation do not significantly modify the
renormalized-bubble result, but it induces additional excitations in the spin gap. These results are qualitatively

consistent with experiments.
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I. INTRODUCTION

Neutron scattering has revealed rich characteristics of the
spin fluctuations in the hole-doped high-T, cuprates.' At low
frequencies, the spin fluctuations show the incommensurate
(IC) peaks at the wave vectors (7, 7= x7) and (7= x7, ).
The incommensurability x decreases with the increase in fre-
quency, so the spin excitations exhibit a downward
dispersion.>* At the antiferromagnetic (AF) wave vector
(77, 77), the so-called spin resonance mode appears, which
manifests as a resolution-limited resonance peak in the fre-
quency dependence of the spin fluctuations.”>> When fre-
quency is above the spin resonance, the incommensurability
reemerges and increases with frequency, therefore shows an
upward dispersion.®-® Thus, the spin fluctuation in the hole-
doped cuprates shows a universal hourglass-like dispersion.

Theoretically, the possible explanations for the nature of
spin excitations in the hole-doped cuprates may be roughly
divided into two groups. One is the weak-coupling Fermi-
liquid theory based on the topology of underline Fermi
surface.””!? In this picture, the incommensurate spin fluctua-
tions come from the nesting of the Fermi surface!’"'? and the
spin resonance is ascribed to a spin collective mode (spin
exciton).”!! The other is based on the stripe scenario in
which the doped holes are arranged in one-dimensional lines
and form the so-called charge stripe separating the AF
domains.'3 Due to the modulation of the charge stripes (they
act as antiphase domain walls for the AF order), the magnetic
excitations exhibit the incommensurate structure. The reso-
nance excitations is associated with the accumulation of the
spectral weight around the AF wave vector.'*!> Basically, the
former approach emphasize on the charge degree of freedom,
while the latter has the advantage of treating the quantum-
mechanical nature of the spins.

In the study of high-T. cuprates, impurity substitution for
planar Cu sites can be chosen so as to affect its physical
properties, such as the magnetic excitations. In this regard,
zinc is a usually used nonmagnetic impurity element, since it
has almost the same atomic mass as copper but a different
spin state. The substitution of nonmagnetic impurities for Cu
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atoms changes the magnetic environment near the impurity
atoms and gives rise to some modifications of spin'®!® and
electronic properties.”!>3 For example, the smearing out of
the spin resonance'®'3 and of the peak/dip/hump structure in
the electronic lineshape?®?' by the zinc doping have been
found. Recently, it is observed that zinc substitution in the
Cu-O plane of La,_,Sr,CuO, (LSCO) gives birth to a smaller
incommensurability and induces an anomalous enhancement
of the low-energy scattering spectra around the AF wave
vector,?+? forming a flat-top structure for spin fluctuations.
For system with lower hole doping, the effect of the incom-
mensurability reduction and the peak enhancement is more
prominent than the system with higher hole doping.?* Mean-
while, the “spin gap” which exists in the impurity-free
samples vanishes as the impurity concentration is increasing,
which is probably caused by the emergency of the in-gap
states.!6?

Motivated by the above experimental facts, in this paper
we will investigate the effect of nonmagnetic impurity on the
incommensurate spin fluctuations in a d,2_>-wave supercon-
ductor. Our study is based on the weak-coupling Fermi-
liquid approach, so it is not our intent to compare the two
approaches mentioned above. Instead, we wish to know if
the nonmagnetic impurity effect on the spin excitations can
be reasonable accounted for by the weak-coupling approach.
Impurities are considered in the dilute limit and their effects
are treated using the self-consistent 7-matrix approximation.
Our calculation is carried out first based on the self-energy
correction caused by the impurity. We find that, with the
introduction of impurities, the IC peaks along the (7 =* &, )
and its symmetric directions in the low-energy region above
the spin gap are enhanced, and the incommensurability are
reduced. While inside the spin gap, the IC peaks and the
whole lineshape are enhanced notably with no reduction in
incommensurability. For the system with a higher hole dop-
ing level, the impurity effects are less prominent. Further-
more, we include the contribution of vertex corrections
within the ladder approximation, and find that it introduces
additional excitations in the spin gap region, but does not
significantly modify the renormalized-bubble result. These
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results are qualitatively consistent with experiments.

The article is organized as follows. In Sec. II, we intro-
duce the model, and present the results with the inclusion of
the impurity self-energy correction. In Sec. III, we consider
the effect of the impurity vertex correction. In Sec. IV, we
give our conclusion.

II. SELF-ENERGY CORRECTION

We start with the following mean-field Hamiltonian of a
d-wave superconductor®®

H, =2 &ftofio— 2 Mfiif i +ec) + &, (1)
ko k

with §==2(t+J" xp)(cos k,+cos k,) =45t cos k, cos k,—pu,
Ay=2J"Ag(cos k,—cos k), and &)= 2NJ X0+A 2). Th1s dis-
persion can be derived from the slave-boson mean-field cal-
culation of the -¢'-J model,'-?® here we take it as a phenom-
enological form. In the dispersion relationship, & is the
doping level. #(¢') is the nearest (next-nearest) hopping inte-
gral. x, and A, are mean-field parameters. J'=3J/8 which
arises from the decoupling of the AF Heisenberg term (J
term in the 7-#'-J model) into three different channels.?® The
reason we choose this form is that in this way the parameters
Xo» Ay and the chemical potential p can be determined self-
consistently for a given doping level o. This allows us to
carry out a systematic doping-dependent investigation. By
minimizing the free-energy F =—éln Tr(e=PMm), one can get
the self-consistent equations,

1
Xo=— 5{% tanh( BEk) S 2)
s (L |
= N% tanh<2 ,BEk> Z (3)
1
o= ]T/% tanh( ,BEk) é’; 4)

with y,=cos k,+cos k,, ¢=cos k,—cos k,, and Ek:\'§i+A,%.
In the following, t= 2J and t'=-0.45¢ are chosen.
Considering impurity effects, we have the impurity-
averaged Green’s function for single particle in the Nambu
representation,>’ %"
é(k,iwn) _ [®,0,+ Aic‘rl +~§k&3’ (5)
(i@,)* = Mg = (&)

where 6,,(6,=1) is the Pauli matrix. The tilde symbol indi-
cates the inclusion of impurity-scattering self-energy correc-

tions, which is introduced via the Dyson equation Gl

= éal -3 with éal the impurity-free Green’s function and the
self-energy having components,

('T)n =w, - 20(0‘)n)’ (6)

Ae=0+3(w,), (7)
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Ekz & +25(w,). (8)

For a d-wave superconducting (SC) gap, the correction to
the gap function 3, vanishes.?’” In dilute limit, we can ne-
glect the interactions between impurities and take the single-
site approximation. Then the impurity self-energy will be
given by X,=I'yT;. The impurity-scattering ¢-matrix 7; can
be calculated from 2

Go(a)) —-C

To= 3"~ [Go(w) L=az [Go(w)]*

)

with Go(w):(l/WNO)EkTr[&Oé(k,w)]. Here, c=cot &, and
I'y=n;/ wN,. Ny is the normal phase density of states, n; the
impurity concentration, and &, the scattering phase shift. Be-
cause the zinc impurity has a strong effect on the SC prop-
erties, it is generally treated in the unitary limit,*" i.e., c=0.
So only 3’s contribution remains. In the presence of impu-
rities, the superconducting energy gap A(I'y,0) and the tran-
sition temperature 7. need to be determined from the gap
equation. Nonmagnetic impurities are pair breakers in the
anisotropic superconductors such as high-7, cuprates.’%3
Hence, in the weak-coupling limit we have the relationship:
A(Ty,0)/Ay=T,/T,,>" with T, the transition temperature
in the impurity-free system. The temperature-dependent en-
ergy gap A([y,T) is

A(Ty,T) = A(Ty,0)tanh[2\(T/T) — 1], (10)

where T, is given by the generalization of the Abrikosov-
Gor’kov formula®? to the anisotropic superconductors as
shown in Ref. 33,

7e)dzrzm)- ) o
—In| —|=¢| -+ -l =,
T 2 2@T. 2
with ¢(x) the digamma function.
With the impurity-averaged Green’s function, the spin
susceptibility can be obtained from the following response

function in Matsubara frequency by an analytical continua-
tion to the real frequency y,(iw,,— w+i0%),

T 1. A
XO(q’iwm) == NZ 2 Tr|:§G(k>lwn) : G(k + q’iwm
k

+iwn)]. (12)

The analytical continuation is performed numerically by us-
ing the Padé approximants.

To consider the correction from spin fluctuations, we
should go beyond the mean-field level [expressed by Eq. (1)]
to include the interaction between fermions. This amounts to
add an interaction term H, to Eq. (1), i.e., H=H,,+H, with
H=USf! szsz \fi| [i denotes the lattice 51te] For the spin
fluctuation, the usual random phase approximation (RPA) se-
lects a series of bubble diagrams and results in the renormal-
ized spin susceptibility as given by,%1>%
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FIG. 1. Im y versus k,(k,= ) for the pristine system (solid line)
and that with impurity concentration I'j/Ay=0.04 (dashed line) at
w=0.2J above the spin gap. (a) is for doping §=0.1 and (b) for
doping 6=0.15.

X(q,w) _ XO(q’w)

C1-Ux(q0)’ (13)

The criteria for choosing the value of U is to set the spin
resonance peak of the pristine system at the experimental
value.! This gives U=0.9, which corresponds to the reso-
nance peak at 0.375J=45 meV (taking J=120 meV).
Though a hourglass dispersion of spin excitations has
been observed by neutron scattering,® the weak-coupling
approach adopted here is applicable basically to the descrip-
tion of spin excitations below the spin resonance where the
particle-hole excitations contributing to the spin susceptibil-
ity are well defined.''> Below the spin resonance 0.375J,
the spin susceptibility Im y shows an incommensurate struc-
ture in the momentum space with the IC peaks at (7= x7r, 7)
and its symmetric directions. Around the IC peak, we find
that the spin gap is about 0.09/ in the pristine system. The
spin gap is decreased when increasing the impurity concen-
tration, for example it is 0.08/ for impurity concentration
I'y/Ay=0.04 and 0.06J for 0.08. We will first discuss the
result at low frequencies above the spin gap. Typically, Fig. 1
shows Im y versus k.(k,=) at frequency w=0.2J, with the
hole doping level 6=0.1 [Fig. 1(a), underdoped] and &
=0.15 [Fig. 1(b),optimally doped]. The solid line is for the
pristine system, and the dashed line is for the system with a
impurity concentration I'y/ Ag=0.04. For the pristine system,
the lineshape shows two IC peaks, with the incommensura-
bility x=0.18. When impurities are introduced, the lineshape
is modified in two ways. First, as a whole the intensity of
Im y is enhanced noticeably. The enhancement in intensity
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FIG. 2. Doping dependence of the incommensurability x in the
(7 £ x, ) direction for the pristine system (squares) and that with
impurity concentration I'y/Ay=0.04 (circles) and T'y/Ag=0.08 (tri-
angles). The frequency is at w=0.2J.

occurs more remarkably near the (7r,7) point and at the
meantime the IC peaks are broadened. As a result, the modi-
fied lineshape exhibits a weaker IC-peak structure, forming a
flat-top shape. This is consistent with experiments.?* Another
interesting feature is the reduction in the incommensurability.
For the impurity-doped system, the incommensurability is
x=0.12. So, the reduction in the incommensurability is 0.06.
With the increase in hole doping level, such as for 6=0.15 as
shown in Fig. 1(b), one sees that the enhancement in Im y is
relatively smaller than that in the underdoped system with
6=0.1. Moreover, due to the fact that the anisotropy in the
enhancement is relatively smaller, so the IC-peak structure
still remains. In this case, the reduction in the incommensu-
rability is found to be 0.057r, which is also smaller than that
in the underdoped system. The doping dependence of the
incommensurability for the systems without and with impu-
rity is shown in Fig. 2. One can see that the reduction in the
incommensurability decreases with the increase in dopings.
These two main features: (i) an overall enhancement of Im y
occurs with the inclusion of the impurity scattering, and the
enhancement becomes less effective with the increase in hole
doping, (ii) the incommensurability is reduced by impurities,
and the reduction becomes smaller with the increase in hole
doping, are consistent with the experimental facts.?*

In the scenario of Fermi-liquid type theory, the incom-
mensurate spin fluctuation is interpreted by the nesting effect
of the Fermi surface.!"'? In an SC state, the spin susceptibil-
ity arises from the scattering of the SC quasiparticles across
the SC gap. Hence, the nesting involves an equal energy
contour determined by (w—Re 30)/2=(&+A)"? In Fig. 3,
we present the equal energy contour for w=0.2J which is the
same frequency as used for getting the results in Fig. 1. The
arrows indicate the best nesting vectors connecting the two
flat pieces of the energy contour. An obvious difference be-
tween the pristine and the impurity-doped systems is that the
nesting portion of the contour connected by the nesting vec-
tor is enlarged upon the introduction of impurity and this
effect is less effective as hole doping is increased. As a re-
sult, it will lead to an enhancement of the IC-peak intensity
and the enhancement decreases with the increase in hole
doping, as shown in Fig. 1.
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FIG. 3. Equal energy contours of the SC quasiparticle energy E;
at E,= w/2=0.1J for the hole doping (a) 5§=0.1 and (b) §=0.15. The
solid line is for the impurity concentration I"y/A;=0 and the dashed
line for I'y/Ag=0.04. The arrows indicate the best nesting vectors
and the dotted lines the normal state Fermi surface in the impurity-
free system.

In Fig. 4, we present the contour plots of the velocity of
the SC quasiparticles (vy =dE,/dk], E;: the SC quasiparti-
cle energy) in the coordinate system (k,,k;) which is rotated
a/4 with respect to the original coordinates (k,,k,) [see
Fig. 4(c)]. We find that the x’ direction component v, of the
velocity has less change upon the introduction of impl)l(rity, as
shown in Fig. 4(al) and Fig. 4(a2). While, the y’ direction
component v, decreases noticeable when the effect of impu-
rity is included [see Fig. 4(b1) and Fig. 4(b2)]. This differ-
ence comes from the effect that the SC gap magnitude de-
creases due to the impurity as can be inferred from Egs. (10)
and (11). For a d,2_» gap symmetry, the SC gap has a van-
ishing value around the diagonal direction, while it becomes
larger when moves away from the diagonal direction along
the Fermi surface. So, the reduction in the SC gap magnitude
upon impurity-doping will be much more effective near the
end of the equal energy contour along the k! direction. This
explains the results presented in Fig. 4, in which the equal
energy contour extends along the k! direction when impuri-
ties are introduced. On the other hand, the effect of impurity
also enters via the self-energy 2. The frequency dependence
of 3, is presented in Fig. 5. Though its real part exhibits a
peak around 0.12J [Fig. 5(a)], the magnitude is too small to
have an obvious effect on the equal energy contour. In cor-
respondence with this peak, its imaginary part —Im 3, shows
a step-like increase at low frequencies,*® consequently it
broadens the IC-peak width as shown in Fig. 1.
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FIG. 4. (Color online) Contour plot of SC quasiparticle velocity
(a) vy and (b) vy in the coordinate system (k;,k;) for the pristine
systerﬁ with hole {ioping 6=0.15. (al) and (b1) show the details for
a local region indicated by the square shown in Figs. 4(a) and 4(b),
respectively. (a2) and (b2) are the corresponding results for the
system with impurity concentration I'y/A;=0.04. Inset (c) shows
the two coordinate systems.

Another feature we can see from Fig. 3 is that the length
of the nesting wave vectors shows an unnoticeable variation
upon the introduction of impurity. As a result, the incom-
mensurability in the bare spin susceptibility Im , (without
RPA correction) will exhibit negligible difference between
the pristine and the impurity-doped systems, as shown in
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FIG. 5. Real (a) and imaginary parts (b) of the impurity self-
energy (X() versus w at I'y/Ay=0.04 for different hole doping &.
The solid line is for 6=0.1, the dashed line for 6=0.15 and the
dotted line for 6=0.2.

174523-4



EFFECT OF IMPURITIES ON INCOMMENSURATE SPIN...

018F ' ' ' —
0.16-(8) /> 1\

0.95
0.90
0.85

o
2 0.80
[0

X 075
0.70
0.65
0.60

FIG. 6. (a) Imaginary parts and (b) real parts of the bare spin
susceptibility x, versus k,(k,=) at @=0.2J, the solid line is for the
pristine system and the dashed line for the system with impurity
concentration I'y/Ay=0.04. The hole doping & is 0.1.

Fig. 6(a). This suggests that the RPA correction plays an
important role in the reduction in the incommensurability.
When rewriting the renormalized spin susceptibility Eq. (13)
via the imaginary part Im , and the real part Re y, of the
bare one, we get Im y=Im x,/[(1-U Re xo)>+ (U Im x,)*].
Figure 6(b) shows that Re y, exhibits a flat-top structure
around the AF wave vector and its region shrinks upon the
introduction of impurity. With the help of the RPA correction
factor (1-U Re x,)?, this will give rise to the reduction in
the incommensurability.

III. VERTEX CORRECTION

In the above section, we include the multiple noncrossing
scattering contributions from impurities through the self-
energy correction. Another contribution from impurities is
the vertex correction. It accounts for the multiply scattering
of the electron and hole excitations in the spin susceptibility
off the same impurity. The noncrossing impurity scattering
which contributes to the ladder series of diagrams are in-
cluded by expressing the spin correlation function in terms of
a dressed vertex in the SC state,

Ro(@iw,) = T2 M(Q,iw,,iw)A(q,ioio,). (14)

Here, M (q,iw,,,iw,) is a four-component representation of
the bubble diagrams, which denotes the bubble diagrams
with one particle and one hole line (normal Green’s func-
tion), one particle and one abnormal Green’s function line,
one hole and one abnormal Green’s function line, and two
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abnormal Green’s function lines, respectively, as shown by
Feynman diagrams in Ref. 36. Therefore, Eq. (14) is written
as a 4 X4 matrix. In the case of only the self-energy correc-
tion included, the spin susceptibility is represented as a sca-
lar function Eq. (12), because the scattering of electrons and
holes off the impurity in the particle-hole excitations is inde-
pendent, it can be taken into consideration by renormalizing
the electron and hole Green’s function, respectively.

The dressed vertex is given by the sum of a series of
ladder diagrams,

M@yiwypi@,) = 1+ T(i@,,i0,) M(Q,i0,,i0,) A(q,io,io,),
(15)
with I'(iw,,,iw,) the impurity-scattering line.

The above two equations will yield,

) ) M(q,iwm,iwn)
X()(q»lwm) = TE ~ . (16)
n 1 =T(iwy,iw,)M(q,io,,io,)

Under the unitary limit, the impurity-scattering lines are
given by

n.
—lTO(lwm’lwn)TO(lwn) (17)

F(iwm,iwn) == (’7TN )2
0

Because the neutron scattering probes the spin-flip particle-

hole excitations, the components of M that we have to con-
sider should begin and end with opposite spin electron
lines.!?3¢ Hence, the 4 X 4 spin susceptibility involved here
becomes 1 X 1 and is give by,

Xo=X0' + X0 (18)
with

Mg, iw,iw,) == 2 G(p +q,iw, +i0,)G(p,iv,),

(19)

M'"™(q,iw,,iv,)=— >, F(p+q,io, +iv,)F(p,iv,),
p

(20)

G(p,iw,)(F(p,iw,)) is G;(G,,) in Eq. (5), representing the
normal (abnormal) Green’s function with impurity self-
energy correction. If summing over one of the Matsubara
frequencies in Egs. (19) and (20), one will find that they are
right the two terms of the spin susceptibility with the self-
energy correction as given in Eq. (12).

We present Im y versus k, at @=0.02J (below the spin
gap) and w=0.2J (above the spin gap) for two hole dopings
in Fig. 7. For a comparison, the result with only impurity
self-energy correction is also shown as the dashed-dotted
line. For low frequency w=0.02/, the impurity self-energy
correction enhances the intensity of Im y noticeably, but it
causes no reduction in the incommensurability. The latter
feature is different from that obtained at a higher frequency
above the spin gap, which shows a reduction in the incom-
mensurability, as shown in Fig. 1 for impurity concentration
I'y/Ay=0.04 and in Figs. 7(ar) and 7(br) for I'y/Ay,=0.08.
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FIG. 7. Im y versus kx(ky=7r) at w=0.02J below the spin gap
[(a) and (b)], and at w=0.2J above the spin gap [(ar) and (b/)].
Here, (a) and (ar) are for the hole doping §=0.1, and (b) and (br)
for 6=0.15. The solid line is for the pristine system and the dashed
line for the impurity concentration I'y/ Ag=0.08 with vertex correc-
tion and the dash-dotted line for that with only the self-energy
correction.

Another feature is that the incommensurate structure in the
spin response becomes weak gradually with the increase in
impurity concentration, and this trend becomes more quick
as the hole doping is decreased. One can find that the incom-
mensurate structure is smeared out for I'j/Ay=0.08 and &
=0.1 as shown in Fig. 7(ar). The inclusion of the vertex
correction does not change the lineshape qualitatively. In par-
ticular, the incommensurability is not altered. In fact, a sys-
tematic effect of the vertex correction is to enhance further
the intensity of Im y inside the spin gap in the momentum
region from the incommensurate peak to (7, ) and this ef-
fect do not vary obviously with hole dopings. To look into in
detail the effect of the vertex correction, we show the fre-
quency dependence of Im y at the IC-peak Q,=(0.77, ) in
Fig. 8. One can see that an additional low-energy excitation
around 0.04/ is induced by the vertex correction. It is under-
stood to arise from the multiple scatterings of the particles
and holes in spin excitations off the same impurity in the
ladder series of diagrams, which gives the vertex correction
Aq,iw,,iw,)=1/[1-T(iv,,iw,)M(q,iv,,iv,)] as shown
in Eq. (16). Because the impurity self-energy —Im X, shows
a rapid increase at low frequencies as can be seen in Fig. 5
and correspondingly the impurity-scattering term I'(iw,,,i®,)
[see Eq. (17)] is increased. This effect will be enhanced
largely via the multiple scattering in the form of the vertex
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FIG. 8. Im y versus w at the incommensurate peak Q,
=(0.77r, ). The solid line is the result with the vertex correction
and the dashed line is that without the vertex correction. The hole
doping & is 0.15 and the impurity concentration I'y/Aq=0.08. The
inset shows the fine structure of the low-energy part.

correction and lead to the appearance of the low-energy ex-
citation. We notice that a similar emergence of low-energy
excitations with Zn doping has been observed by neutron
scattering.?

IV. CONCLUSION

We have studied the nonmagnetic impurity effects on spin
excitations in a d,2>_,2-wave superconductor based on the
self-consistent f-matrix approximation and the weak-
coupling RPA-typed approach. The impurity effects are con-
sidered based on both the self-energy correction and the ver-
tex correction. Our results show that the self-energy
correction will enhance the intensity of spin responses and
reduce the incommensurability. These effects are less promi-
nent with the increase in dopings. In the low-energy region
inside the spin gap, the intensity in Im y is also enhanced,
but with no reduction in the incommensurability. The vertex
corrections within the ladder approximation do not signifi-
cantly modify the renormalized-bubble result, but it induces
additional excitations in the spin gap. These results are quali-
tatively consistent with experiments and indicate that the im-
purity effect on spin response can be consistently accounted
for by the weak-coupling RPA-typed approach.
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